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Abstract 
 

A specific algorithm has been implemented using Field Programmable Gate 

Array FPGA devices for processing signals generated from a front-end electronic 

board of a specific nuclear detector. This algorithm is executed for processing (i.e. 

recognition, segmentation and verification) digital signals taken from the detector 

front-end electronic board. Such a processed signal is then analyzed by feeding it as 

an input to a data acquisition system DAQ. A set of VHDL hardware description 

language codes was also created to implement this algorithm using a regular FPGA 

hardware device. The simulation results for the processed signal using an ISim 

simulator are also presented. 
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1.  Introduction 

 

Field-Programmable-Gate-Arrays (FPGAs) are hardware in-system programmable 

devices whose function is not fixed. Specifically, the main advantages of algorithm 

implementations using FPGAs are cost efficiency, high data throughput, architecture 

efficiency and ability to modify and update the algorithm even dynamically.  FPGA allows 

overcoming the main drawbacks of the traditional ASIC implementation that is lack of 

flexibility and high development costs [1]. 

 

FPGAs are used for a wide range of applications, e.g. network communication [2], 

video communication and processing [3, 4] and cryptographic applications [5]. It has been 

shown that FPGAs are suitable for the implementation of soft computing techniques like 

Neural Networks [6–8] and Genetic Algorithms [9–11]. 

 

Moreover, nowadays the Field-Programmable-Gate-Arrays are big enough to fit a 

whole digital system in a single device. Those System-on-a-Chips (SoCs) are designed 

using the core-based approach, interconnecting pre-designed hardware modules (IP cores) 

using standard on-chip buses. This design flow is valid for ASIC and FPGA design [1]. In 

this paper, we adapt an algorithm to FPGA to use in a nuclear detector system as shown in 

Fig. 1: a nuclear detector, a readout system and  DAQ As shown in Fig. 1,  the detector 

converts the energy deposited/induced by a particle  (or photon) to an electrical signal.   
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                                            Fig. 1: The nuclear detector system 

 

This analog signal is fed to the readout board which basically contains a chip.   The 

chip has two  main functions; the first (Trigger) is to provide programmable “fast OR” 

information based on the region of the sensor hit.  The second function (Tracking) is for 

providing precise spatial hit information for a given triggered event.  The digital data exit 

the chip serially through an output called “Data Out” with spatial format. Our goal is to 

recognize, segment, verify this data and convert it to parallel data, Figure 2 to become 

input to DAQ system using FPGA technology and VHDL as hardware description 

language.  
  

 

 
 

                                             Fig. 2: The top module  
 

2. Design  
 

The front-end electronic board chip serially produces the data fields in the form  

given  in Fig.3. Each data field consists of: 
 

1- INFO1, INFO2, INFO3 and INFO4 with headers “1010”, “1100” and “1110”, form 

information about each event. 

2- 128 bit event data. 

3- A 16 bit cyclic redundancy check CRC. The CRC is a popular method for 

detecting errors during data transmission in computer-based applications. It 

consists of code, at the end  of a data  packet, a special  binary word, normally with  

16 or 32 bits, referred to as CRC value, obtained from calculations made over  the  

whole data  block  to  be  transmitted. The receiver performs the same calculations 

for the received data and then compares the resulting CRC value against the 

received one [13]. 
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Each data  field  is separated by two  clock  periods  ,called  “IDLE”. From Fig.3  

the  total time  for the readout of one package is 192 clocks  for the  data field ;   plus  2 

clocks  for the IDLE period, this gives a total  of 194 clock periods  (4.85 µ s). The VHDL 

code design  based on Finite  State Machine (FSM) is used to control the processing on 

each data  field of input signal. 

 

The FSM  is  a  special modeling  technique for  sequential logic  circuits.   Such a 

model  is  substantially helpful  in the design  of certain types  of systems,  particularly 

those whose tasks  form  a well-defined sequence [14]. State machines are usually 

modelled using a case statement in a process. The state  information is stored in a signal.  

The multiple branches of the  case  statement contain the  behaviour for each state [15]. 

 

                         
Fig. 3: Data Format 

 

The present top-down design  mainly  consists of a Top Module , and  a component,  

called  “CRC”. The Top Module is composed of a state machine with four states, as 

shown in Fig.4, namely:  
 

                     
      

Fig.4: State machine of Top Module 
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Idle state is to initialize all signals and counters either when  reset signal  is high  or 

at  the end  of detection of one data  field ,Fig.5. 

 

 
                   Fig.5: Idle State flowchart. 
 

1. State I collects INFO1, INFO2 ,INFO3 and INFO4 as well as their headers serially, one 

clock at   time in shift register from the DataIn. To ensure the validly of the data field 

the header  position test and  CRC test are executed. According to the header 

position test the INFO1,INFO2,INFO3 and  INFO4 data are only collected and  

registered when the headers are in their specified positions in shift register ,Fig.6. 

 

 
 

Fig.6: State I flowchart 

 

2. State II where the  event  data are serially collected from the input  data  and  saved 
in register. The CRC v a l u e  of the stored data is  calculated from  the header  of  
INFO1 up to the end of event data. This is composed of   176 bits divided into 11 
signal codes,  each  having a 16 bit length.  The codes are sent sequentially as signals 
to the CRC component. The output signal  of this  component is sorted and 
registered in  “CRCTest” , as in Fig. 7. 
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Fig.7: State II flowchart. 
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3. State III i s  in  charge  of  gathering CRC of incoming data into another register, 

denoted as “CRCVal”. Upon completing this task, the  CRCVal is compared with 

CRCTest (from State II) . The  DataValid signal is “1”  when the two values are 

identical. Finally, all saved data in registers are assigned to output ports and 

transferred as an input to DAQ system, Fig.8.  
 

 

Fig.8: State II flowchart. 
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3. Verification and Results 

 

After the development of our code it has been executed /simulated in a host 

computer to verify the correctness of the circuit operation and synthesized to a physical 

device. Simulation is usually performed within the same HDL framework. We created a 

special program, known as a  testbench, to mimic a physical lab bench [16]. The sketch of 

the module testbench program is shown in Fig.9. The UUT block is the unit under test, the 

test vector generator block generates testing input patterns, and the monitor block 

examines the output responses. To simulate the model we used ISim which is a Hardware 

Description Language (HDL) simulator that lets us perform functional (behavioral) and 

timing simulations for VHDL, Verilog, and mixed-langue designs.The ISim environment 

comprises the following key elements: 

 

1. Vhpcomp (VHDL) and vlogcomp (Verilog) parsers  

2. Fuse (HDL elaborator and linker) command 

3. Simulation executable 

4. ISim Graphical User Interface (GUI) [17] 
 

 

 
 

Fig. 9: Top module testbench block diagram. 

 

In this work ISim GUI has been  used to  time simulate module testbench code 

which is written with VHDL .In this testbench  virtual inputs are created ( clock, reset, 

data_in ) and the outputs are monitored  Figure 10 illustrates the obtained results from 

State I where INFO1, INFO2, INFO3 and  INFO4 had changed from  “0”  to their 

expected values . 

 
 

 
 

Fig.10:  Simulation of State I 
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One has to note the collection of Data event and calculation of CRC value as 

expected from State II, Fig.11. 

 

            
 

Fig.11:  Simulation of  State II 
 

On comparing CRC test with that from the front-end board (CRC value), one notices 

the data valid signal to become “1” indicating an ON value, and INFO1, INFO2, INFO3, 

INFO4 and CRC to be fed to DAQ system. 

 

 
 

Fig.12:  Simulation of  State III 
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4. Conclusion 

 
An FPGA chip has been designed for processing a digital signal taken from the 

front-end electronic board of a nuclear detector. The VHDL written algorithm /code 

allows signal processing, i.e. recognition, segmentation and verification. A generated digital 

signal is used to simulate those from detector .Reasonable results are obtained showing the 

feasibility of used technique.  
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