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Abstract  
  

Biometric technologies, referring to those that identify or verify the identity of a person 

using physiological (e.g. face and fingerprint) or behavioral characteristics (e.g., signature and 

voice), have the potential to solve many of the security problems. Traditional biometrics, such 

as facial patterns, fingerprints, eye irises, hand geometry and voice patterns, are well known 

for person authentication or identification purposes. Despite their widely used, such 

biometrics have certain limitations. It has been shown in previous studies that the brain-wave 

pattern for each individual is unique and thus can be used as a biometric. We present in this 

paper an intelligent rough set approach for user identification based on EEG Signals. We have 

tested the approach with various features set and a result o 92.6 accuracy was obtained with 

one of the featuresets. 
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1. Introduction  
 

EEG signals are brain activities recorded from electrodes mounted on the scalp. In 

comparison to other means for monitoring brain activities, such as magnetoencephalography 

(MEG) and functional magnetic resonance imaging (fMRI), electroencephalography is the 

most practical and the most used. EEG signals have been used in many brain-computer 

interfaces whose main goal is to enhance the quality of life of motor-disabled people. For 

biometrics, EEG signals has several advantages, It is confidential and hard to imitate, since 

EEG signals are a reflection of individual-dependent inner mental tasks. Moreover, one 

cannot force a person to give ideal EEG signals as those recorded in normal situations, as 

brain activity is easy to be influenced by the stress and mood of a person. In this sense, EEG-

based biometrics can protect personal safety of its users [1]. 

 

An authentication system works by confirming or denying the identity claimed by a 

person (one to-one matching). While, an identification system tries to find the identity of a 

given person out of all system know people(one-to-N matching). Authentication and 

identification share the same preprocessing and feature extraction steps and a large part of the 

classifier design.  Very little work has been done in the area of using EEG as a biometric. 

Several techniques has been used for identification and authentication such as autoregressive 

(AR) models with Kohonen’s.Vector Quantizer (VQ) for classification, models based on  the 

spectral power of the signal together with a fuzzy Neural Network for the classification. 

Moreover these techniques has been used, Decision Tree and Neural Network Classifier and 

hashing of MAR coefficients. [2][3][4][5] 
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The paper is divided as follows, in section two we discuss the medical aspects of the 

EEG signal. The used dataset is explained in section 3,  The proposed Methodology is 

discussed in section four. Conclusions are presented in section five. 

 

2. Medical Aspects of EEG 
 

The brain contains about 100 billion neurons and weighs around 1.5 KG. Neurons are 

responsible of generate electrical signals. The sum of these electrical signals generates an 

electric field. Fluctuations in the electric field can be measured by devices and this is what we 

call Electroencephalographic (EEG) [6]. The electrical currents in the brain were discovered 

in 1875 by an English physician Richard Caton. In 1924 Hans Berger, a German neurologist, 

used his ordinary radio equipment to amplify the brain's electrical activity measured on the 

human scalp [7]. He announced that weak electric currents generated in the brain can be 

recorded without opening the skull, and depicted graphically on a strip of paper. The activity 

that he observed changed according to the functional status of the brain, such as in sleep, 

anesthesia, and lack of oxygen and in certain neural diseases, such as in epilepsy. [8] 

 

EEG signals are generated from activities in the neurons[9]. EEG measures mostly the 

sum of the currents that flow during synaptic excitations of the dendrites of neurons depicted 

in Figure 1. 

 

 
 

Figure 1. Basic anatomy of a typical cortical neuron, depicting the major input (dendrites), processing 

center (cell body), and the output region the axon.  [10] 

 

A typical EEG Signal capturing device consists of electrodes with conductive media, 

filters and amplifiers and analogue/digital converters. The internationally standardized 10-20 

system is usually employed to record the EEG signals. The electrodes are located on the 

surface of the scalp, as shown in Figure  2 A. The positions are determined as follows: 

Reference points are nasion, which is the delve at the top of the nose, level with the eyes; and 

inion, which is the bony lump at the base of the skull on the midline at the back of the head. 

From these points, the skull perimeters are measured in the transverse and median planes. 

Electrode locations are determined by dividing these perimeters into 10% and 20% intervals. 

Three other electrodes are placed on each side equidistant from the neighboring points, as 

shown in Figure  2 B.  [11] 
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Figure 2 Electrode Placement [12] 

 

 

3. Dataset 
 

The dataset used is the EEG Motor Movement/Imagery Dataset [13] This dataset was 

created and contributed to PhysioNet [14] [15] by the developers of the BCI2000  [16] 

instrumentation system, which they used in making these recordings. This data set consists of 

over 1500 one- and two-minute EEG recordings, obtained from 109 volunteers, 
 

Subjects performed different motor/imagery tasks while 64-channel EEG were recorded 

using the BCI2000 system. Each subject performed 14 experimental runs: two one-minute 

baseline runs (one with eyes open, one with eyes closed), and three two-minute runs of each 

of the four following tasks:  
 

1. A target appears on either the left or the right side of the screen. The subject opens and 

closes the corresponding fist until the target disappears. Then the subject relaxes.  

2, A target appears on either the left or the right side of the screen. The subject imagines 

opening and closing the corresponding fist until the target disappears. Then the subject 

relaxes.  

3. A target appears on either the top or the bottom of the screen. The subject opens and closes 

either both fists (if the target is on top) or both feet (if the target is on the bottom) until the 

target disappears. Then the subject relaxes.  

4. A target appears on either the top or the bottom of the screen. The subject imagines opening 

and closing either both fists (if the target is on top) or both feet (if the target is on the 

bottom) until the target disappears. Then the subject relaxes.  
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In summary, the experimental runs were:  
 

1. Baseline, eyes open  

2. Baseline, eyes closed  

3. Task 1 (open and close left or right fist)  

4. Task 2 (imagine opening and closing left or right fist)  

5. Task 3 (open and close both fists or both feet)  

6. Task 4 (imagine opening and closing both fists or both feet)  
 

The data are provided here in EDF+ format (containing 64 EEG signals, each sampled 

at 160 samples per second, and an annotation channel). The EEGs were recorded from 64 

electrodes as per the international 10-10 system. 
 

4. Rough Sets Approach for User Identification 
 

Any biometric system is divided to two main modules an enrollment module and a 

verification module. Figure 3 shows the proposed rough set methodology for user 

identification system. During the enrollment phase, The EEG is captured by the capturing 

device. Then the captured signal is sent  to the  preprocessing module where the Nosie is 

filters, the channels are selected and the data is epcohed, details of the preprocessing 

methodology is explained in the next section. After the data is cleaned the clean data is sent to 

the feature extraction module to extract the unique features of the signal. After that the 

extracted features are sent for the rough set algorithm[19] to generate the rules.  
 

In the verification phase, data is captured, cleaned and the feature are extracted. Based 

on the stored rules the comparison module will verify the user identity. 

 

 
 

Figure 3 Proposed Identification Methodology  
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4.1 Data Cleaning 

 

Figure  4 Shows the data cleaning Process. The following is a detailed account of each step. 
 

Step1: Load the EEG data into EEG Lab for signal cleaning. 
 

Step 2: Apply a Band pass filter from 0.5 Hz to 60 Hz. 
 

Step 3: Apply a Notch filter to remove the 50 Hz line noise  [17] 
 

Step 4: Artifact Removal, we used Automatic Artifact removal toolbox  [18] to remove 

Artifacts. Electrooculography (EOG) removal using the Blind Source Separation 

(BSS) algorithm then Electromyography (EMG) Removal using the same algorithm  
 

Step 5: Since the major task performed by the user during the experiment is a motor function 

we selected the channels FC3, FCZ, FC4, C3,C1,CZ,C2 and C4  [16]. These channels 

are where the most motor activity data appear. Figure 5 shows the selected channels 
 

Step 6: We focused on the left hand imaginary movement. The events were extracted that 

refer only to this event type. A single dataset per subject was generated representing 

the cleaned data  with selected events per subject. The file was exported to a CSV 

format along with the events file to be used by the AIS algorithm. 

 

 Figure 4 Data Cleaning Process 

 

 
 

Figure 5 Selected Channels 

 1 • Load and combine EEG Files 

2 • Band Pass Filtering 

3 • Notch Filtering  

4 • Artifact Removal 

5 • Channel Selection 

6 • Event Selection (Epoc Extraction) 
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4.2 Feature Extraction  

 

We tried three different sets of features with rough set algorithm as described in the 

below sections 

Time and Frequency Domain Features 
 

We used the features from both the frequency domain and the time domain namely: 
 

 Mean of each channel 

 Average Power at each channel  

 Average Power Spectral Density (PSD) 

 Mean, Average Power, Average (PSD) at the alpha, beta, theta per channels  

 

That gave us a total of 96 features per event. The data was processed by matlab and 

loaded in the Rough Set Exploration System(RSES) [20] for processing. 

Auto regression coefficients 

We used the auto regression coefficients for another trial we generated 3 coefficients 

per channel per band as the feature vector. This generated 72 features per event.  The data was 

processed by matlab and loaded in the RSES for processing. 

Frequency Domain Features   

We used the features from only the frequency domain namely: Average Power value, 

Average Power phase shift, Average (PSD) at the alpha, beta, theta per channels . 
 

That gave us a total of 72 features per event. The data was processed by matlab and 

loaded in the RSES for processing. 
 

5. Results 
 

The three features sets were used sepratly to test the proposed approach. We ran the 

three  types of features in the RSES and used the cross validation with nine fold for 

classification testing. Using the Auto regression coefficients only gave the worst classification 

rate of about 35%. While using the time and frequency domain features not only it made the 

processing speed much worse but it did not improve the classification accuracy by much at 

each around we reached an accuract of 55%. 
 

The best performance was with frequency domain features only and the classification 

rate reached 92.6%. Table 1 shows the summary of the rough set approach results as shown in 

Table 1. 

 
Table 1 Rough Set Results Summary 

Type Feature Count Accuracy 

Auto Regression Coefficients  72 35% 

Time and Frequency Features 96 55% 

Frequency Features 72 92.6 % 
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6. Conclusion 
 

We presented in this paper a new intelligent approach for user idenitification based on 

Rough Sets. We ran the three  types of features namely, auto regression coefficients (72 

features), time and freqency features(96 features) and frequency only features(72 features) 

Using the Auto regression coefficients  gave the worst classification rate of about 35%. While 

using the time and frequency domain features gave an accuracy of 55%. The best accuracy 

was achieved with the frequency domain features and reached 92.6%. In the feature we will 

still expriment with various feature set to try to enahnce the system accuracy as well as test 

the approach on various data sets.  
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