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Abstract 

Economic load dispatch (ELD) is a non-linear optimization problem for determining the 

power shared among the generating units to satisfy the generation limit constraints of each 

unit and minimizing the cost of power production. In this paper, we present a new hybrid 

algorithm by combing the standard backtracking search optimization algorithm (BSA) and the 

random wake with direction exploitation algorithm (RWDE). The proposed algorithm is 

called a memetic backtracking search optimization algorithm (MBSOA). Invoking the RWDE 

algorithm as a local search algorithm in the standard BSA can accelerate the convergence and 

refine the best obtain solution at each iteration in the proposed algorithm.  The general 

performance of the proposed MBSOA is tested on a six-generator test system for a total 

demand of 700MW and 800MW and compared against three natural inspired algorithms. The 

experimental results show that the proposed algorithm is a promising algorithm to solve 

economic load dispatch problem.      
 

Keyboard: Backtracking search optimization,  Random walk algorithm, Economic dispatch 

problem, Optimization problems. 

1. Introduction 

Meta-heuristics methods can be classified  into two classes,  population-based methods 

and point to point methods.  In the population-based methods, the initial population is 

generated randomly and the replacement phase is started by selecting a new population from 

the previous population and some operators are applied in order to generate a new offspring. 

The overall process is iterated until stopping criteria satisfied. Some of  the population based  

methods are called nature-inspired methods or swarm intelligence methods such as 

evolutionary algorithms (EAs) [17], genetic algorithm  (GA)[17], deferential evolutionary 

(DE) [33], particle swarm optimization (PSO) [19], firefly algorithm (FA) [43], [44], bat 

algorithm (BA) [45], bee colony optimization (BCO) [36], wolf search [35], bacterial foraging 

[20], cat swarm [8], cuckoo search [44], fish swarm/school [24], ant colony optimization 

(ACO)[11], group search optimizer (GSO)[16], artificial immune system (AIS) [12]. The 

second meta-heuristics class is called  point to point methods. In the point to point methods 

the neighborhood solutions are generated from the current single solution in iterative way 

until termination criteria satisfied.  The most popular examples of point to point methods are 

tabu search (TS) [15], simulated annealing (SA)[21], iterated local search (ILS), guided local 

search (GLS) [37], [38], [39], variable neighborhood search (VNS), greedy randomized 

adaptive search procedure (GRASP) . 
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Evolutionary algorithms (EAs) are the most commonly used population-based meta-

heuristics methods. They are flexible to solve global optimization problems because they have 

a good abilities to perform a global exploration and a local exploitation [18].   

 

Backtracking search optimization algorithm (BSA) is a recent population-based 

evolutionary algorithm proposed by P. Civicioglu [9] for solving numerical optimization 

problems. BSA is different from other evolutionary algorithms because it has a single control 

parameter and it generates a trail population, which enables it to solve numerical optimization 

problems rapidly.   
 

Although the efficiency of the BSA when applied to solve many of optimization 

problems and real life problems it likes most of the meta-heuristics methods that they suffer 

from the slow convergence and they wander around the optimal solution when high accuracy 

is needed.      
 

In this paper, we propose a new hybrid algorithm by combining the backtracking search 

optimization algorithm and the random walk with direction exploitation algorithm (RWDE) in 

order to solve economic load dispatch problem (ELD). The proposed algorithm is called a 

memetic backtracking search optimization algorithm (MBSOA). The RWDE algorithm is 

used in the MBSOA as a local search algorithm in order to refine the best-obtained solution at 

each iteration in the proposed algorithm. The proposed MBSOA is tested on a six-generator 

test system for a total demand of 700MW and 800MW and compared against three natural 

inspired algorithms.  
 

The rest of this paper is organized as follow. Some of the recent related works are 

presented in Section 2. The formulation of the economic load dispatch problem is highlighted 

in Section 3. In Section 4, we give an overview of the backtracking search optimization 

algorithm (BSA) and its main processes. The proposed algorithm is presented in Section 5. 

The numerical results are described in Section 6. The conclusion of the paper makes up 

Section 7.     

2. Related work 

The economic load dispatch problem (ELD) problem can be mathematically formulated 

as a continuous optimization problem. In the last decade, many researchers have applied their 

algorithms to solve the global optimization problems and its applications. These algorithms 

are natural inspired based algorithms such as genetic algorithm [34], bat algorithm [1], [2], 

[4], [22], [26], [32], particle swarm optimization [3], [7], [10], [23], [32], [46], firefly 

algorithm [5], [42], cuckoo search [40], [41], Bacterial Foraging Algorithm [14], [20]. 
 

Due to the efficiency of the natural-inspired algorithms, they have been applied to solve 

economic load dispatch problem (ED) problem such as many variant of genetic algorithm 

with good results to solve non-convex ELD problems [1], [25]. GA has main advantage over 

other algorithms that it can use a chromosome representation technique tailored to the specific 

problem. However, it suffers from the slow convergence and the execution time is very long.  
 

PSO with different variants have been applied for solving non-convex ELD problems 

[6], [13], [30], [31]. The main advantage of the PSO is it easy to perform and it has a few 

adjustable parameters. In addition, PSO is very efficient in exploring the search space 
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(diversification). The main drawbacks of PSO are the slow convergence of it at refined search 

stage and its weak local search ability (intensifications).  

 

Bat algorithm (BA) and its variants have also been used to solve the ELD problem [27], 

[29], [32].  BA has a big advantage over other algorithms that it has a number of tunable 

parameters giving a greater control over the optimization process. BA is a promising 

algorithm when applied for solving lower dimensional optimization problem but it becomes 

ineffective for high dimensional problems because of fast initial convergence [28]. 

 

Although the efficiency of these algorithms when they applied to solve ELD, they suffer 

from the slow convergence. In this paper, we propose a new algorithm to overcome the slow 

convergence of the meta-heuristics algorithms by invoking the RWDE algorithm as a local 

search algorithm in the proposed algorithm in order to accelerate the convergence and refine 

the best-obtained solution at each iteration.    

3. Economic Dispatch Load Problem 

The main objective of economic load dispatch problem (ELD) problem is to find the 

optimal combination of power generation in such a way that the total production cost of the 

system is minimized.  The basic concepts of the ELD problem are highlighted in the 

following subsections.     

3.1 Problem Objective Function 

The cost function of a generating unit can be represented as a quadratic function with a 

sine component. The sine component denotes the effect of steam valve operation. The 

quadratic refers to a convex objective whereas the valve-point effect makes the problem non-

convex. The convex and non-convex cost function of a generator can be expressed as follow. 

𝐹𝑖(𝑃𝑖) = 𝑎𝑖𝑃𝑖
2 + 𝑏𝑖𝑃𝑖 + 𝑐𝑖 (1) 

𝐹𝑖(𝑃𝑖) = 𝑎𝑖𝑃𝑖
2 + 𝑏𝑖𝑃𝑖 + 𝑐𝑖 + |𝑑𝑖  sin[𝑒𝑖 ∗ (𝑃𝑖

𝑚𝑖𝑛 − 𝑃𝑖)]| (2) 

Where 𝑃𝑖 is the active power output, 𝐹𝑖(𝑃𝑖) is the generation cost, 𝑃𝑖
𝑚𝑖𝑛 is the minimum 

output limit of the 𝑖th generator and the 𝑎𝑖, 𝑏𝑖, 𝑐𝑖, 𝑑𝑖 , 𝑒𝑖 are the cost coefficients of the 

generator. The fuel cost of all generators can be defined by the following equation 

𝑀𝑖𝑛 𝐹𝑖(𝑃𝑖) = ∑ 𝑎𝑖

𝑁𝑔

𝑖=1

𝑃𝑖
2 + 𝑏𝑖𝑃𝑖 + 𝑐𝑖 + |𝑑𝑖 sin[𝑒𝑖 ∗ (𝑃𝑖

𝑚𝑖𝑛 − 𝑃𝑖)]| (3) 

Where 𝑁𝑔 is the number of generating units.  

3.2 Problem Constraints  

Power balance constraint: the total power generated should cover the power demand and the 

active power losses 

∑ 𝑃𝑖

𝑁𝑔

𝑖=1

= 𝑃𝐷 + 𝑃𝑙𝑜𝑠𝑠 (4) 
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Where 𝑃𝐷 is the total demand load and 𝑃𝑙𝑜𝑠𝑠 is the total transmission losses computed 

using the quadratic approximation as follow. 

𝑃𝑙𝑜𝑠𝑠 = ∑ ∑ 𝑃𝑖

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

𝐵𝑖𝑗𝑃𝑗 (5) 

Where 𝐵𝑖𝑗 is the loss coefficient matrix.  
 

Power generation limits.  The real output power of each generator should be within a 

lower and an upper limit as follow. 
 

𝑃𝑖
𝑚𝑖𝑛 ≤  𝑃𝑖 ≤ 𝑃𝑖

𝑚𝑎𝑥 (6) 

 

Where 𝑃𝑖
𝑚𝑖𝑛and 𝑃𝑖

𝑚𝑎𝑥 are the lower and the upper limit of the 𝑖th generators.  

3.3 Penalty Function  

The penalty function technique is used to transform the constrained optimization 

problems to unconstrained optimization problem by penalizing the constraints and forming a 

new objective function as follow. 

𝐹(𝑥) = {
𝐹(𝑥), 𝐼𝑓 𝑥 ∈ 𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒 𝑟𝑒𝑔𝑖𝑜𝑛

𝐹(𝑥) + 𝑝𝑒𝑛𝑎𝑙𝑡𝑦, 𝐼𝑓 𝑥 ∉  𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒 𝑟𝑒𝑔𝑖𝑜𝑛
 (7) 

 

Where 

𝑝𝑒𝑛𝑎𝑙𝑡𝑦(𝑥) = {
0, 𝐼𝑓 no constraint is violated
1, 𝐼𝑓 otherwise

 (8) 

 

In this paper, the constraint of the ELD problem can be handled as follow. 
   

min (𝑄(𝑃𝑖)) = 𝐹𝑐(𝑃𝑖) + 𝑝𝑒𝑛 ∗ 𝐺[ℎ𝑘(𝑃𝑖)]  (9) 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∶ 𝑔𝑗(𝑃𝑖) ≤ 0, 𝑗 = 1, … , 𝐽  

 

   Where 𝑝𝑒𝑛 is the penalty factor and 𝐺[ℎ𝑘(𝑃𝑖)] is the penalty function, which is calculated as follow. 
 

𝐺[ℎ𝑘(𝑃𝑖)] = 𝜀2 + 𝜔2 (10) 

  

Where 𝜀 and 𝜔 are equality and inequality constraint violation penalties, respectively 

and can be calculated as follow. 

𝜀 = |𝑃𝐷 + 𝑃𝑙𝑜𝑠𝑠 − ∑ 𝑃𝑖

𝑁𝑔

𝑗=1

| (11) 

and 

𝜔 = {
|𝑃𝑖

𝑚𝑖𝑛 − 𝑃𝑖|

0
|𝑃𝑖 − 𝑃𝑖

𝑚𝑎𝑥|

  

𝑃𝑖
𝑚𝑖𝑛 > 𝑃𝑖

𝑃𝑖
𝑚𝑖𝑛 < 𝑃𝑖 < 𝑃𝑖

𝑚𝑎𝑥

𝑃𝑖
𝑚𝑎𝑥 < 𝑃𝑖

 (12) 
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4. An Overview of the Backtracking Search Optimization Algorithm (BSA) 

In this section, we give an overview of the BSA and its main processes. There are five 

main processes in BSA such as initialization, selection- I, mutation, crossover, and selection-

II [9]. In the following subsections, we highlight these processes as follow.  

4.1. Initializing Population   

The initial population P in the BSA generated randomly and consists of N individuals 

and D variables. The initial population can be represented as follow. 
 

𝑃𝑖𝑗~𝑈(𝑙𝑜𝑤𝑗 , 𝑢𝑝𝑗) (13) 

 

For 𝑖 = 1, 2, 3, … , 𝑁 and 𝑗 = 1, 2, 3, … , 𝐷, where N, D are the population size and the 

problem dimension, respectively, U is the uniform distribution.  

4.2. BSA's Selection -I  

BSA has two selection operators, the first selection is called selection-I, which is used 

to determine the historical population (𝑃𝑜𝑙𝑑) in order to calculate the search direction. The 

initial historical population is generated randomly as follow.    

𝑃𝑖𝑗
𝑜𝑙𝑑 ~𝑈(𝑙𝑜𝑤𝑗 , 𝑢𝑝𝑗) (14) 

The 𝑃𝑜𝑙𝑑 is redefined at the beginning of each iteration through the following rule 

𝐼𝑓 𝑎 < 𝑏 𝑡ℎ𝑒𝑛 𝑃𝑜𝑙𝑑 ≔ 𝑃|𝑎, 𝑏 ~ 𝑈(0,1), (15) 

Where := is the update operation, a, b are random numbers. After the historical 

population is determined, the order of its individuals is changed as follow. 

𝑃𝑜𝑙𝑑 ≔ 𝑝𝑒𝑟𝑚𝑢𝑡𝑖𝑛𝑔(𝑃𝑜𝑙𝑑) (16) 

The permuting function is a random shuffling function. 

4.3. BSA's Mutation  

BSA generates the initial trail population Mutant by applying the mutation operator as follow. 

𝑀𝑢𝑡𝑎𝑛𝑡 = 𝑃 + 𝐹 ∙ (𝑃𝑜𝑙𝑑 − 𝑃)  (17) 

Where F controls the amplitude of the search direction matrix (oldP - P).  

4.4 BSA's Crossover 

The final form of the trial population T is generated by using BSA's crossover operator.  

There are two steps in BSA's crossover process. The first step generates a binary integer-

valued matrix (map), where map size is 𝑁 × 𝐷, which indicates the individuals of the trail 

population T.  The initial value of the binary integer matrix  𝑚𝑎𝑝𝑛,𝑚 is set to 1, where 

𝑛 ∈ {1,2,3, … , 𝑁} and 𝑚 ∈ {1,2,3, … , 𝐷}. The trail population T is updated as follow. 

𝑇𝑛,𝑚 ≔ 𝑃𝑛,𝑚 (18) 
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The main steps of the BSA's crossover are presented in Algorithm 1 as follow. 

 

Algorithm 1. BSA's Crossover. 

1: For 𝑖 = 1; 𝑖 ≤ 𝑁; 𝑖 + +  

2:       For 𝑗 = 1; 𝑗 <= 𝐷; 𝑗 + + 

3:       Set 𝑚𝑎𝑝𝑖𝑗 = 1 

4:       End 

5: End 

6: Generate random numbers 𝑎, 𝑏 ∈ [0,1]  
7: If (𝑎 < 𝑏) Then 

8:         For 𝑖 = 1; 𝑖 ≤ 𝑁; 𝑖 + + 

9:               Set 𝑚𝑎𝑝𝑖,𝑢(1:⌈𝑚𝑖𝑥𝑟𝑎𝑡𝑒 .𝑟𝑛𝑑 .𝐷⌉) = 0 

10:       End 

11: Else 

12:      For 𝑖 = 1; 𝑖 ≤ 𝑁; 𝑖 + + 

13:            Set 𝑚𝑎𝑝𝑖,𝑟𝑎𝑛𝑑(𝐷) = 0 

14:      End 

15: EndIf 

16:Set 𝑇 = 𝑚𝑢𝑡𝑎𝑛𝑡 

17:For  𝑖 = 1; 𝑖 ≤ 𝑁; 𝑖 + + 

18:       For 𝑗 = 1; 𝑗 <= 𝐷; 𝑗 + + 

19:             If (𝑚𝑎𝑝𝑖𝑗 = 1 Then 

20:                  Set  𝑇𝑖𝑗 = 𝑃𝑖𝑗      

21 :            EndIf 

22 :       End 

23:  End 
 

In the crossover process, the mix rate parameter (mixrate) controls the number of 

variables in the individuals, which will mutate in a trail population T by 

using ⌈𝑚𝑖𝑥𝑟𝑎𝑡𝑒 . 𝑟𝑛𝑑 . 𝐷⌉.  

4.5 Boundary Control Mechanism of BSA  

The obtained individuals from BSA's crossover may overflow the allowed search space 

limit; these individuals are regenerated using Algorithm 2.    

Algorithm 2. Boundary control mechanism of BSA. 

1: For 𝑖 = 1; 𝑖 ≤ 𝑁; 𝑖 + +  

2:       For 𝑗 = 1; 𝑗 <= 𝐷; 𝑗 + + 

3:              If (𝑇𝑖𝑗 <  𝑙𝑜𝑤𝑗) 𝑜𝑟 (𝑇𝑖𝑗 > 𝑢𝑝𝑗  Then 

4:                  Set  𝑇𝑖𝑗 = 𝑟𝑛𝑑 . (𝑢𝑝𝑗 − 𝑙𝑜𝑤𝑗) + 𝑙𝑜𝑤𝑗  

5:              End 

6:        End 

7: End 

4.6. BSA's Selection-II   

The second selection operator in the BSA is a greedy selection, which is called  

selection-II.  The individual of the  trail population T are replaced with the individuals in the 

population P, when their fitness values are better than the fitness values of the individuals of 

the population P. The overall best individual with the best fitness value is selected to be the 

global best solution  𝑃𝑏𝑒𝑠𝑡. 
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4.7. Backtracking Search Optimization Algorithm (BSA)    

    Backtracking search optimization algorithm (BSA) is a population-based algorithm 

designed to obtain a global minimum of functions. The main steps of BSA are reported in 

Algorithm 3 and the flowchart in Figure 1.  
Algorithm 3. BSA algorithm. 

1: Set the initial values of population size 𝑁, 𝑚𝑎𝑡_𝑖𝑡𝑟, 𝑚𝑖𝑥_𝑟𝑎𝑡𝑒. 

2: For 𝑖 = 1; 𝑖 ≤ 𝑁; 𝑖 + +  

3:       For 𝑗 = 1; 𝑗 <= 𝐷; 𝑗 + + 

4:       Set 𝑃𝑖𝑗 = 𝑟𝑛𝑑. (𝑢𝑝𝑗 − 𝑙𝑜𝑤𝑗) + 𝑙𝑜𝑤𝑗  

5:       Set 𝑃𝑖𝑗
𝑜𝑙𝑑 = 𝑟𝑛𝑑 . (𝑢𝑝𝑗 − 𝑙𝑜𝑤𝑗) + 𝑙𝑜𝑤𝑗  

6:       End 

7:Evaluate each solution in the population P by calculating its fitness function  𝑓(𝑃) 

8: End 

9: Set 𝑡 = 0 

10: Repeat   

11:       Generate random numbers a, b, where 𝑎, 𝑏 ∈ [0,1] 
12:        If (𝑎 < 𝑏 𝑃|𝑎, 𝑏 ~𝑈(0,1) ) Then 

13:             Set 𝑃𝑜𝑙𝑑 : = 𝑃 

14:        End 

15:        𝑃𝑜𝑙𝑑 : = 𝑝𝑒𝑟𝑚𝑢𝑡𝑖𝑛𝑔(𝑃𝑜𝑙𝑑)ant 

16:      Set 𝑃𝑚𝑢𝑡𝑎𝑛𝑡 = 𝑃 + 3 ∙ 𝑟𝑛𝑑𝑛 ∙ (𝑃𝑜𝑙𝑑 − 𝑃) 

17:      Apply the crossover operator on the solutions in 𝑃𝑚𝑢𝑡𝑎𝑛𝑡  as shown in Algorithm 1 

18:      If individuals beyond the search space  Then 

19:          Regenerate the individuals as shown in  Algorithm 2 

20:     End 

21:     Evaluate each solution in the trail population T , 𝑓(𝑇) 

22:     For  𝑖 = 1; 𝑖 ≤ 𝑁; 𝑖 + + 

23:         If 𝑓(𝑇𝑖) <  𝑓(𝑃𝑖)  Then 

24:              Set 𝑓(𝑃𝑖) = 𝑓(𝑇𝑖)  

25:              Set  𝑃𝑖 = 𝑇𝑖    

26:         End 

27:    End 

28:    Set 𝑃𝑏𝑒𝑠𝑡 = min 𝑓(𝑃) 

29:     If  𝑃𝑏𝑒𝑠𝑡 < 𝑔𝑙𝑜𝑏𝑎𝑙_𝑚𝑖𝑛 Then 

30:       𝑔𝑙𝑜𝑏𝑎𝑙_𝑚𝑖𝑛 =  𝑃𝑏𝑒𝑠𝑡   

31:    End 

32     Set 𝑡 = 𝑡 + 1        

33: Until 𝑡 < max _𝑖𝑡𝑟 

34: Produce the best obtained solution 
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Fig 1. General structure of BSA. 

 

The main steps of BSA are summarized as follow. 

Step 1: The algorithm starts by setting its initial values of the main parameters in the 

algorithm (line 1) 

Step 2: The initial population P and the initial historical population 𝑃𝑜𝑙𝑑 are generated 

randomly as shown in Equations 13, 14, respectively and each individual (solution) 

is evaluated by calculating its fitness function.   (lines 2-8) 

Step 3: The iteration counter  t is initialized.  (line 9) 

Step 4: The following process are repeated until termination criteria satisfied 

Step 4.1: Two random numbers a, b are generated randomly and if a is less than b, the 

historical population 𝑃𝑜𝑙𝑑 is redefined as shown in Equation 15 and the order 

of the individuals in the historical population is changed randomly as shown in  

Equation 15.  (lines 11-15) 

      Step 4.2: The mutation operator is applied in order to form the initial trail population as 

shown in Equation 17. (line 16) 

      Step 4.3: The crossover operator is applied on the mutant trail population as shown in 

Algorithm 1. (line 17) 

      Step 4.4: The boundary control mechanism of BSA is applied on the individuals, which 

are overflow the allowed search space limit.  (lines 18-20) 
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      Step 4.5: Each solution in the trail population is evaluated by calculating its fitness 

function and the greedy selection in applied (selection-II operator). (lines 22-27) 

      Step 4.6: The best optimal solution 𝑃𝑏𝑒𝑠𝑡 is selected and if its fitness value is less than the 

global minimum value, it assigned to the global minimum at each iteration. 

(lines 28-31) 

      Step 4.7: The iteration counter is increased and  the termination criteria is satisfied. (lines 32-33) 

 

Step 5: The optimal solution is produced. (line 34) 
 

5. The Proposed Memetic Backtracking Search Optimization Algorithm 

(MBSOA) 

Before presenting the proposed algorithm, we highlight a random walk with direction 

exploitation (RWDE) algorithm as a local search algorithm as follow.    

5.1 Random Walk with Direction Exploitation  

The proposed MBSOA algorithm uses a Random Walk with Direction Exploitation 

(RWDE) as a local search algorithm as shown in Algorithm 4 in order to accelerates the 

convergence of the proposed algorithm and refine the best obtained solution at each iteration 

in the standard algorithm.  
 

Algorithm 4. Random Walk with direction exploitation 

1: Set the initial values of a scalar step length ∆, 𝑡𝑚𝑎𝑥 

2: Set 𝑡 = 0 

3: Start with an initial solution 𝑥0 

4: Evaluation the initial solution 𝑓(𝑥0) 

5: repeat 

6:      Set 𝑡 = 𝑡 + 1 

7:      Generate a unit length random vector 𝑢(𝑡) 

8:      Set 𝑥(𝑡+1) = 𝑥(𝑡) + ∆𝑢(𝑡) 

9:      Evaluate the new solution 𝑓(𝑥(𝑡+1)) 

10:    if 𝑓(𝑥(𝑡+1)) < 𝑓(𝑥(𝑡)) then 

11:       Set 𝑓(𝑥(𝑡+1)) = 𝑓(𝑥(𝑡+1)) 

12:   else 

13:        Set 𝑓(𝑥(𝑡+1)) = 𝑓(𝑥(𝑡)) 

14:        Set  ∆=∆/2 

15:   end if 

16:  Until (𝑡 ≤  𝑡𝑚𝑎𝑥) 

17: Produce the best solution  

 

The main steps of the RWDE algorithm in Algorithm 4 are summarized as follows. 

 

Step 1: The algorithm starts by setting the initial values of the iteration counter t, maximum 

iteration 𝑡𝑚𝑎𝑥 and a scalar length ∆ (lines 1-2) 

Step 2: The initial solution  𝑥0 is given to the algorithm in order to start the search from this 

solution (line 3) 

Step 3: The initial solution is evaluated by calculating its fitness function 𝑓(𝑥0) (line 4) 

Step 4: The following process are repeated until termination criteria satisfied 

             Step 4.1: The iteration counter is increased (line 6) 

             Step 4.2: A unit length random vector 𝑢(𝑡) is generated (line 7) 
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             Step 4.3: The solution x is updated and evaluated by calculating its fitness function 

𝑓(𝑥(𝑡+1))  (lines 8-9) 

             Step 4.4: If the fitness function value of the new solution is better than the fitness 

function value of the old solution, then the new solution is accepted and the 

operation is repeated until the current iteration reaches to the maximum 

number of iteration 𝑡𝑚𝑎𝑥, otherwise the new solution is rejected and the step 

length is reduced to ∆=∆/2 (lines 10-16) .  

Step 5: The best solution is produced (line 17). 

5.2 The Proposed MBSOA 

In the proposed algorithm, we try to balance between a global exploration and a deep 

exploitation by combining the standard backtracking algorithm with its ability to perform the 

exploration process and the random walk with direction exploitation with its capability to 

perform deep exploitation. The proposed algorithm is called a memetic backtracking search 

optimization algorithm (MBSOA). The main steps of the proposed MBSOA are presented in 

Algorithm 5 as follow.  

Algorithm 5. MBSOA algorithm. 

1: Set the initial values of population size 𝑁, 𝑚𝑎𝑡_𝑖𝑡𝑟, 𝑚𝑖𝑥_𝑟𝑎𝑡𝑒. 

2: For 𝑖 = 1; 𝑖 ≤ 𝑁; 𝑖 + +  

3:       For 𝑗 = 1; 𝑗 <= 𝐷; 𝑗 + + 

4:       Set 𝑃𝑖𝑗 = 𝑟𝑛𝑑. (𝑢𝑝𝑗 − 𝑙𝑜𝑤𝑗) + 𝑙𝑜𝑤𝑗  

5:       Set 𝑃𝑖𝑗
𝑜𝑙𝑑 = 𝑟𝑛𝑑 . (𝑢𝑝𝑗 − 𝑙𝑜𝑤𝑗) + 𝑙𝑜𝑤𝑗  

6:       End 

7:Evaluate each solution in the population P by calculating its fitness function  𝑓(𝑃) 

8: End 

9: Set 𝑡 = 0 

10: Repeat   

11:      Generate random numbers a, b, where 𝑎, 𝑏 ∈ [0,1] 
12:       If (𝑎 < 𝑏 𝑃|𝑎, 𝑏 ~𝑈(0,1) ) Then 

13:           Set 𝑃𝑜𝑙𝑑 = 𝑃 

14:       End 

15:        𝑃𝑜𝑙𝑑 = 𝑝𝑒𝑟𝑚𝑢𝑡𝑖𝑛𝑔(𝑃𝑜𝑙𝑑)ant 

16:       Set 𝑃𝑚𝑢𝑡𝑎𝑛𝑡 = 𝑃 + 3 ∙ 𝑟𝑛𝑑𝑛 ∙ (𝑃𝑜𝑙𝑑 − 𝑃) 

17:       Apply the crossover operator on the solutions in 𝑃𝑚𝑢𝑡𝑎𝑛𝑡  as shown in Algorithm 1 

18:       If individuals beyond the search space  Then 

19:           Regenerate the individuals as shown in  Algorithm 2 

20:      End 

21:     Evaluate each solution in the trail population T , 𝑓(𝑇) 

22:     For  𝑖 = 1; 𝑖 ≤ 𝑁; 𝑖 + + 

23:         If 𝑓(𝑇𝑖) <  𝑓(𝑃𝑖)  Then 

24:              Set 𝑓(𝑃𝑖) = 𝑓(𝑇𝑖)  

25:              Set  𝑃𝑖 = 𝑇𝑖    

26:         End 

27:     End 

28:     Set 𝑃𝑏𝑒𝑠𝑡 = min 𝑓(𝑃) 

29:     If  𝑃𝑏𝑒𝑠𝑡 < 𝑔𝑙𝑜𝑏𝑎𝑙_𝑚𝑖𝑛 Then 

30:       𝑔𝑙𝑜𝑏𝑎𝑙_𝑚𝑖𝑛 =  𝑃𝑏𝑒𝑠𝑡   

31:     End 

32: Apply a local search algorithm as shown in Algorithm 4 on the best solution 𝑃𝑏𝑒𝑠𝑡  to obtain a new solution  

33: Set 𝑡 = 𝑡 + 1        

34: Until 𝑡 < max _𝑖𝑡𝑟 

35: Produce the best obtained solution 
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The main modification in the proposed MBSOA is invoking the RWDE algorithm as a 

local search algorithm in the standard BSA in order to refine the best optimal solution at each 

iteration and accelerate the convergence of the proposed algorithm.  The proposed algorithm 

is terminated after reaching to a maximum number of iterations which is to 500 as reported in 

Table 1, increasing this number will increase the number of evaluations without improving  

the fitness function value.   

6. Numerical Experiments 

The general performance of the proposed MBSOA is tested on a convex load dispatch 

problem and compared against three nature-inspired algorithms. MBOSA was programmed in 

MATLAB. The parameter setting and the performance analysis of the proposed algorithm are 

presented as follow. 

6.1. Parameter Setting 

Before discussing the results, we summarize the parameter setting of MBSOA and their 

values as shown in Table 1.  

Table 1. Parameter setting. 

Parameters Definitions Values 

𝑁 population size 40 

𝑚𝑎𝑡_𝑖𝑡𝑟 Maximum iteration number 500 

𝑚𝑖𝑥_𝑟𝑎𝑡𝑒 Mix rate 1 

6.2. Six Generator Test System with System Losses 

The proposed MBSOA is tested on a six-generator test system. In order to simplify the 

problem, the values of parameters d, e in Equation 2 have been set to zero. The proposed 

algorithm is carried out for a total demand of 700MW and 800 MW. The generator active 

power limits and the fuel cost coefficients are given in Tables 2, 3, respectively.   

Table 2. Generator active power limits 

Generator 1 2 3 4 5 6 

𝑃𝑚𝑖𝑛(𝑀𝑊) 10 10 35 35 130 125 

𝑃𝑚𝑎𝑥(𝑀𝑊) 125 150 225 210 325 315 

 

Table 3. Fuel cost coefficients 

No. a b c 

1 0.15240 38.53973 756.79886 

2 0.10587 46.15916 451.32513 

3 0.02803 40.39655 1049.9977 

4 0.03546 38.30553 1243.5311 

5 0.02111 36.32782 1658.5596 

6 0.01799 38.27041 1356.6592 

6.3. The General Performance of the Proposed MBSOA with Economic Dispatch 

Problem.  

The general performance of the proposed algorithm with economic dispatch problem 

are shown in Figure 2 by plotting the number iterations versus the cost ($/h) for total system 

demand 700 MW, 800 MW, respectively. 
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Fig. 2. The general performance of MBSOA with economic dispatch problem. 

Figure 2 shows that the cost values are rapidly decrease with a few numbers of 
iterations. We can conclude from Figure 2 that the proposed algorithm is a promising 
algorithm and can obtain the desired  power with the minimum cost.  

6.4. MBSOA and Other Nature-Inspired Algorithms 

In this subsection, we highlight the three compared nature- inspired algorithm as follow. 

GA. Genetic algorithm is a population-based meta-heuristics algorithm. It has been 
developed by J. Holland [17] to understand the adaptive processes of natural systems. GA 
usually applies a crossover operator by mating the parents (individuals) and a mutation 
operator that randomly modifies the individual contents to promote diversity to generate a 
new offspring. GA uses a probabilistic selection that is originally the proposed proportional 
selection. The replacement (survival selection) is generational, that is, the parents are replaced 
systematically by the offspring.  

PSO. Particle swarm optimization (PSO) is a population based meta-heuristics 
algorithm that inspired from the behavior (information exchange) of the birds in a swarm and 
it was proposed by Kennedy and Eberhart in 1995 [19]. PSO uses two techniques to find 
global optima, global best solution "gbest" and local best solution "lbest". The first technique 
is "gbest"` technique, in this technique, all particles share information with each other and 
move to global best position. However, this technique has drawback, because it is easy to trap 
in local optima.  The second technique is "lbest" technique, a specific number of particles are 
neighbors to one particle, but this technique also has drawback, which is the slow of 
convergence. 

BA. Bat algorithm (BA) is a population based meta-heuristics algorithm developed by 
Xin-She Yang [45].  BA is based on the echolocation of microbats, which use a type of sonar 
(echolocation) to detect prey and avoid obstacles in the dark. The main advantage of the BA 
that it can provide a fast convergence at a very initial stage by switching from exploration to 
exploitation, however, switching from exploration to exploitation quickly may lead to 
stagnation after some initial stage. 

6.4.1. Comparison between GA, PSO, BA, and MBSOA.  

    The performance of the proposed MBSOA is tested on a six-generator test system and 

compared against three natural- inspired algorithms at total demand of 700 MW and 800 MW 

as shown in Tables 4, 5 respectively.  

For all the experiments, all algorithms have applied the same termination criteria, which 

are the error tolerance was set to 0.01 MW or the maximum number of iterations was set to 500.   
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 Table 4. Results for GA, PSO, BA and MBSOA at total system demand = 700 MW  

Algorith

m 

 𝑃1(𝑀𝑊) 𝑃2(𝑀𝑊) 𝑃3(𝑀𝑊) 𝑃4(𝑀𝑊) 𝑃5(𝑀𝑊) 𝑃6(𝑀𝑊) Loss(MW

) 

Cost($/h

) 

 Bes

t 

26.7997 15.8931 107.307 123.932 228.342

6 

217.160 19.44 36924.1

5 

GA Av

g 

45.5736 48.619 105.805 106.478 211.450

8 

200.676 18.61 37505.7

2 

 Std 19.770 28.673 43.328 36.2062 45.62 45.043 1.325 382.88 

          

 Bes

t 

28.3023 9.9998 118.952 118.670

6 

230.756

3 

212.737 19.431 36911.5

4 

PSO Av

g 

28.3979 10.0233 119.086

3 

118.594

7 

230.588 212.723 19.4262 36911.7

5 

 Std 0.858 0.139 0.83555 0.6229 1.1889 0.494 0.02786 1.4869 

          

 Bes

t 

28.0739 10.0569 119.985 117.772

9 

231.133

3 

212.391 19.4238 36911.7

9 

BA Av

g 

28.3941 10.2677 119.159 119.036

3 

230.295

1 

212.244 19.4092 36912.5

4 

 Std 0.6928 0.2676 2.2262 1.7091 2.9539 3.8 0.05999 1.0006 

          

 Bes

t 

28.1483 10.0389 119.724 118.052 231.021

9 

212.419 19.4313 36911.2

8 

MBSOA Av

g 

28.3637 10.0213 119.086

1 

118.593 231.124

5 

212.713 19.4239 36911.8

1 

 Std 0.1492 0.0124 0.4124 0.38249 0.08145 0.2079 0.0145 0.9154 

 

Table 5. Results for GA, PSO, BA and  MBSOA at total system demand = 800 MW  

Algorith

m 

 𝑃1(𝑀𝑊) 𝑃2(𝑀𝑊) 𝑃3(𝑀𝑊) 𝑃4(𝑀𝑊) 𝑃5(𝑀𝑊) 𝑃6(𝑀𝑊) Loss(MW

) 

Cost($/h

) 

 Bes

t 

39.6301

5 

13.2334

1 

170.317 155.128

6 

232.494

9 

213.420

4 

24.2359 41976.0

8 

GA Av

g 

55.3576

5 

54.9539

5 

130.426

8 

1342949 230.390

3 

218.540

9 

23.9787 42614.6

8 

 Std 25.9155 30.1187 45.3717 39.9879 49.7911 45.6905 1.3105 436.61 

          

 Bes

t 

32.5993

7 

14.4822

7 

141.541

2 

136.039

2 

257.655

5 

242.999

7 

25.3299 41895.9

8 

PSO Av

g 

32.5959 14.5125

6 

141.485

9 

135.938

8 

257.644

2 

243.141

9 

25.3322 41896.0

2 

 Std 0.19817 0.2575 0.31681 0.66662 0.33471 0.86126 0.020216 0.23259 

          

 Bes

t 

32.4677

4 

14.3442

7 

141.909

7 

135.729

4 

257.727

6 

243.142

1 

25.3359 41895.8

8 

BA Av

g 

32.5866

2 

14.4914

9 

141.712

2 

136.205

7 

257.359

7 

242.954

8 

25.3232 41896.1

7 

 Std 0.38275 0.49502 0.97076 0.88628 1.2144 1.3829 0.037035 0.25826 

          

 Bes

t 

32.4968 14.3442

6 

141.908

9 

135.758

9 

257.727

4 

243.141

9 

25.3358 41895.8

5 

MBSOA Av

g 

32.5899 14.4831 141.544

0 

135.841

3 

257.658

8 

243.003

4 

25.3396 41895.9

4 

 Std 0.09245 0.09894 0.2145 0.05468 0.9458 0.9487 0.0781 0.09948 
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The results in Tables 4, 5 show that the proposed algorithms is a promising algorithm 

and can obtain the optimal or near optimal results of the economic dispatch problem better 

than the other compared algorithms.  

7.  Conclusions  

In this paper, a new hybrid backtracking search optimization algorithm (BSOA) and a 

random walk with direction exploitation algorithm (RWDE) has been proposed in order to 

solve economic dispatch problem. The proposed algorithm is called a memetic backtracking 

search optimization algorithm (MBSOA). MBSOA was tested on a six-generator test system 

for a total demand of 700MW and 800MW and compared against three algorithms. The 

experimental results show that the proposed algorithm was a promising algorithm and more 

successful than all of the comparison algorithms.  
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