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Abstract 

Taking into consideration the world's economic situation, an important issue nowadays 

is predicting whether a client is suitable for a credit loan or card. Credit approval can be 

predicted using many machine learning methods. In this study we aim to investigate the 

potential contribution of three types of neural networks in business intelligence. The 

algorithms have been tested and applied on a publicly available dataset. An extensive 

statistical analysis has been performed to validate our experiment. The results show that NN 

should be used verifying whether a client can reimburse a certain credit loan. 

Keywords: machine learning, neural networks, statistics. 

1. Introduction 

Nowadays an explosion of data and information surrounds us. The human brain cannot 

simply process this huge amount of information, thus the role of Artificial Intelligence (AI) 

and Machine Learning (ML) has increased exponentially. An important problem that needs to 

be solved fast and elegant is credit approval. Economic crises can begin if clients are granted 

loans that they cannot pay off. The use of AI in predicting the whether a client is suitable for a 

credit loan is on the rise. 

Several methods have been used in the business intelligence, such as: neural networks 

(NN)[8], an evolutionary regressor selection in ARIMA model, [3], an optimized NN in 

[14],termite colony optimization [16], biometric technologies [17]. 

The goal of this paper is to investigate three types of NNs in predicting the suitability of 

granting a credit loan or card to a client: 1) a three-layer perceptron (MLP), 2) a radial basis 

function network (RBF), and 3) an extreme leaning machine algorithm (ELM). The statistical 

benchmarking has been done with the use of power analysis, normality tests, equality of 

variances, t-test for independent samples, comparing proportions, confidence intervals and 

cross-validations. The paper is organized as follows: in the next section, section 2 we briefly 

pass through the mentioned NNs and the statistical tool used for validating their results. In 

section 3 the dataset is described. Section 4 presents the results of the study together with the 

statistical analysis. Finally, the paper ends with the conclusions comments. 

2. Methods 

2.1 Neural Networks Algorithms 

This study purpose is to establish a statistical benchmarking for four NN algorithms. In 

this section we will briefly describe the three NN methods. 
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In the last years, NNs have been used more and more to process information. NNs 

mimic how the human brain makes decisions. Using a large number of interconnecting 

processing units, neurons, NNs can process data that is too complex to be detected by 

humans. 

One of the most frequently used types of NN is the multi-layer perceptron (MLP). 

There are two types of MLP, defined by the number of hidden layers: 3-MLP and 4-MLP. 

Due to Kolmogorov's theorem, which states that a MLP with only two-hidden layers is 

theoretically sufficient to model any real-life problem, in this study we shall consider only the 

3-MLP algorithm. The MLP uses hyper-planes to divide the problem space. The activation 

function of a MLP is the non-linear activation of the scalar product obtained by multiplication 

of the input and synaptic weights. MLP have been used is various domains, from business 

intelligence [8] to medicine [10], [11] 

Another way to differentiate between classes is to divide the problem space using 

hyper-spheres, instead of hyper-planes. Centers and radii characterize the hyper-spheres. The 

NNs that uses this approach are the radial basis function (RBF). In this case, the distance 

between the input and a prototype vector computes the activation of a hidden unit. The 

architecture of a RBF contains only a hidden layer, thus making the training of the network 

very fast. The speed of the training is an advantage, but it is contra balanced by the fact that 

RBFs are very sensitive to the curse of dimensionality. RBF have been successfully applied in 

economics [15], medicine [9], [12] 

Few years ago, a debate concerning the extreme learning machine(ELM) NN rose in the 

academic community. ELM is a single hidden feed-forward NN that has a very fast learning 

algorithm [4]. The learning process is based on the random choice of hidden nodes and the 

analytical computation of the output weights.  ELM is used in different domains due to its 

robustness, fast learning speed and it's ability to generalize, [2], [5], [6]. 

Briefly, the whole concept behind the "black-box" inside an NN is that by training it, 

the NN is trying to associate the output with the input patterns. In order to do that, the datasets 

are divided into two subsets: training set and testing set. During the training phase, the 

training subset is used to establish the hyperparameters of the network that define each model 

particularly. After the hyperparameters are set, the NN model is tested on the testing subset.  

2.2. Statistical Benchmarking 

In this study, we are going to conduct the statistical benchmarking using the following 

techniques: 

2.2.1 Power Analysis 

As stated before, the goal of this paper is to assess and compare the diagnosing 

performances of the three NN algorithms. Thus, an a priori statistical power analysis needs to 

be performed to determine which is the most suitable sample size in order to achieve adequate 

power [1]. 

2.2.2 Normality Tests 

The Kolomogorov-Smirnovone-sample test for normality is used in benchmarking. The 

test is based on the maximum difference between the hypothesised cumulative distribution 

and the sample cumulative distribution. The hypothesis that the distribution is normal is 

rejected, if the corresponding D statistic is significant. The probability values that are stated 

are valid, if the mean and standard deviation of the normal distribution are known a priori, 
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and not computed from the data. If that is not case, the Lilliefors significance level should be 

utilized instead.  

Another method for testing the normality is the Shapiro-WilkW test. W is the correlation 

between the data and its corresponding normal scores. The hypothesis that the distribution is 

normal is rejected if the W statistic is significant.  

The good news is that even if the results reported after using these tests is not 

satisfactory, we can always apply the Central Limit Theorem [1], which states that the 

distribution of an average tends to be normal as the sample size increases, regardless of the 

distribution from which the average is taken. Thus is the sample size is big enough, the 

distribution is 'nearly' normal.  

2.2.3. Equality of Variances 

Besides the normality tests, one must verify the equality of variances. In this study we 

have used the F-test. The F-test is based on the statement that under the null hypothesis, two 

normal distributed samples have equal variances, thus the ratio of the variances has an F 

distribution [1]. 

2.2.4. T-test For Independent Samples 

The t-test for independent samples is based on Student's t distribution. Having 

independent samples, we are concerned about the mean difference between the two samples 

and the variability between the observations. We cannot use the t-test if the variables are not 

normally distributed. This is why we need to perform the normality tests before, or simple use 

the result of the Central Limit Theorem.  

2.2.5 Comparison of the Two Population Proportions 

We are interested in testing the differences between two population proportions, or 

percentages. For resolving this issue we shall use the z-test statistic. The p-value is computed 

using the z-value for the respective comparison [13]. 

2.2.6. Confidence interval 

The confidence interval is the range of values for the true mean, given with a 

probability P. Mathematically speaking, we can compute the 95% confidence interval by 

using the following formula (mean-1.96   , (mean+1.96    , where the SE is the 

standard error of the sample mean. According to [1], the true population mean is included in 

the 95% confidence interval with a probability of 95%.  

2.2.7 Cross-validation 

The simplest way to compare models is to use the n-fold cross-validation technique. 

The technique may come in handy when there is no test subset available and the whole dataset 

is too small. Practically, the dataset is randomly divided into N subsets of equal sizes and run 

the method N times. Each time we leave out one of the N subsets as testing set, the rest of (N-

1) subsets being the training sample. It has been proven, empirically, that if we use the 10-

fold cross-validation we achieve good results [7].  

3. Datasets 

The dataset contains credit cards applications. We cannot refer to specific attribute 

names, due to the fact that they have been changed in order to protect data confidentiality. 
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The dataset is a combo of continuous and nominal attributes. Even the nominal attributes have 

random values for the same reason as the attribute's names. The data is composed of 690 

instances and 15 predictive attributes. The classes are encoded as well with (+) 307 cases 

(44.5%) and (-) 383 cases (55.5%). The dataset can be found at the UCI Repository, at the 

following URL: https://archive.ics.uci.edu/ml/datasets/Credit+Approval. 

4. Results 

In order to compare the prediction performances of the three ML algorithms, we 

performed an a priori statistical power analysis test to determine the appropriate sample size 

in order to achieve adequate power. Thus, we have considered a sample of 100 different 

computer runs for each ML method, which provided 99% with type I error       . Having 

103 different computer runs, and applying the Central Limit Theorem, we can conclude that 

the normality presumption is achieved. Basically, we have run each NN method 103 times in 

a complete 10-fold cross-validation cycle. After each run, the corresponding training and 

testing accuracy has been recorded.  

The NNs' performances have been evaluated by computing: 1) the training 

performance, the proportion of cases that were classified correctly in the training phase and 2) 

the testing performances, the proportion of cases that were classified correctly in the testing 

phase.  

Taking the evaluation even further we have computed an overall and per-class 

classification statistics, establishing the number of correctly and incorrectly classified cases, 

and the number of cases that actually belonged to each class, and classified as belonging to 

the other class. The number of hidden neurons that were used in the architecturesis also 

presented along with the mean, standard deviation (Std.), the 95% confidence interval and the 

AUC score.All the results are in the Table 1.  

We can depict from Table 1, that the number of processing units is 5 for the MLP, 30 

for the RBF and 6 for the ELM. This means that we can achieve good accuracies even if the 

architecture is simple, around 85% for MLP and ELM. We can see that the classification 

performance for the MLP and ELM is excellent  (AUC > 0.9).  
 

Table 1.  NN's performances in terms of average, standard deviation, 95% confidence interval and 

AUC score over 103 runs. 

 

NN type 
Mean/Std no 

hidden neurons 

Mean/Std training 

performance(%) 

Mean/Std testing 

performance (%) 

95% Confidence 

Interval testing 
AUC 

MLP 5/3 88.22 / 4.97 84.46 / 3.34 (77.78, 91.14) 0.93 

RBF 30/10 68.80 / 4.95 69.90 / 3.30 (63.30, 76.50) 0.80 

ELM 6 87.56 / 5.02 85.20 / 4.03 (77.14, 93.26) 0.92 

 

From Fig.1 we can see the performance of all classifiers in terms of the AUROC. We 

can see that the MLP and ELM perform the same, whereas the RBF performs poorly.  
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Fig. 1. Comparing ROC curves for each NN classifier 

 

Table 2. Overall and per-class statistics MLP 

RBF Class (-) Class (+) All 

Total 261 223 484 

Correct 224 203 427 

Incorrect 37 20 57 

Correct (%) 85.82 91.03 88.23 

Incorrect (%) 14.17 8.96 11.77 
 

Table 3. Overall and per-class statistics RBF 

RBF Class (-) Class (+) All 

Total 261 223 484 

Correct 259 74 333 

Incorrect 2 149 151 

Correct (%) 99.23 33.18 68.80 

Incorrect (%) 0.76 66.81 31.19 
 

Table 4. Overall and per-class statistics ELM 

RBF Class (-) Class (+) All 

Total 261 223 484 

Correct 220 200 420 

Incorrect 41 23 64 

Correct (%) 84.29 89.68 86.77 

Incorrect (%) 15,70 10.31 13.22 
 

From Table 2, 3 and 4, we can see that the MLP and RBF classify correctly cases from 

both classes, around 84% for the (-) class and around 90% for the (+), whereas the RBF 

classifies correctly 99% cases from the (-) class and only 33% cases from the (+) class. It is 

important to mention that all the NNs perform good despite the mixt nature of the attributes.  

For each NN method, for the testing phase we have performed the Kolmogorov-Smirnov 

and Shapiro-WilkW tests. The results are presented in Table 5. Regardless of the used 

method, the distributions are not normal. Still, the sample size is 103, over 100, thus we can 

presume that the sample is nearly Gaussian. 
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Table 5. Testing normality of NN's diagnostic testing performances 

Variable Kolmogorov-Smirnov Shapiro Wilk  

K-S max D Lillifors p S-W W p-value 

MLP 0.149 0.01 0.968 0.000 

RBF 0.110 0.01 0.951 0.007 

ELM 0.134 0.01 0956 0.000 
 

The equality of variances has been tested using the classical F-test. We can see from 

Table 6, that the MLP and ELM have equal variances, whereas MPL and RBF and ELM and 

RBF have different variances (p <0.05).  
 

Table 6. Testing equality of variances 

Variables Equality of variance 

F-test/ p-level 

MLP (testing) vs. RBF (testing) 4.45 / 0.00 

MLP (testing) vs. ELM (testing) 1.00 / 0.94 

RBF (testing) vs. ELM (testing) 4.44 / 0.00 
 

Using the t-test for independent variables, we are interested in the mean difference 

between the testing performances of the NN models, taking into account the variability of 

over 100 computer runs. Because the sample size is greater than 100, we can perform the t-

test. From Table 7, we can see that there are significant difference between MLP and RBF, 

ELM and RBF (p-level < 0.05), whereas between the MLP and ELM there are no significant 

differences.  
Table 7. Comparing testing performances (t-test) 

Variables Comparison test 

t-test/ p-level 

MLP vs. RBF  5.45 / 0.000 

MLP vs. ELM -11.20 / 0.5 

RBF vs. ELM  5.98 / 0.000 
 

5. Conclusions 

In this paper, we demonstrated that the use of NNs in predicting the suitability of a 

client to be granted a credit loan is useful. We noticed that simple architectures of MLP and 

ELM perform very good, even excellent, AUC > 0.9, whereas a RBF does not.  

The statistical benchmarking showed no significant differences between the MLP and 

ELM, whereas significant difference have been spotted between MLP and RBF, ELM and RBF. 
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