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Abstract 

     Advanced Encryption Standard (AES) is one of the most common and secured cryptographic 

techniques. In recent years, AES has received significant attention from scientists owing to its wide 

spectrum of applications such as communication, network, military, electronic banking, Internet of 

Things (IoT), etc. AES implementation can be executed using software and hardware tools. Using 

hardware tools a higher data rate can be accomplished compared to software ones. Field Programmable 

Gate Array (FPGA) is considered one of the most common and efficient tools for hardware 

implementation.  In this paper, we have developed an FPGA implementation for AES-256, which is 

considered the most secure one among AES categories. We applied fully pipelining, sub-pipelining, 

loop-unrolling techniques and other effective solutions for the most complex operations of AES-256 

such as Mix-columns, and Sub-byte transformation. Our AES-256 implementation is carried out using 

Virtex-7(XC7VX485T-FFG1157-1) FPGA and accomplishes a maximum operating frequency of 

345.095 MHZ and throughput of 44.17 Gbps. 

Keywords: AES-256, high-throughput, fully pipelining, sub-pipelining, FPGA. 

1. Introduction 

      Cryptography is a significant component for secure communication and transmission of 

information because it provides security services like confidentiality, data integrity, authentication 

access control and non-repudiation [1]. It converts sensitive information to unreadable format and 

only the authorized parties have the ability to access this information by converting it back into the 

original text [2]. Cryptography can be categorized into three main types; Asymmetric and symmetric 

key systems [3], [4].  In symmetric systems, the encryption and decryption processes use the same 

private keys [5]. In asymmetric systems, encryption and decryption use different keys which are 

related by a certain function. AES is a familiar popular symmetric key cryptographic algorithm  [6].  

     Recently, AES has received significant attention from researchers owing to its broad range of 

applications in communication, military, network, electronic banking, IoT, etc [7]. AES can be 

implemented in either software or hardware structure. Hardware structure can be implemented using 

reconfigurable devices such as FPGAs which give high-performance requirements. Hardware 

implementation can use the loop-unrolling [7], [8] and partial rolling [9] techniques to increase the 

throughput to area ratio and decrease the area cost. Furthermore, to increase running frequency and 

throughput, pipelining and sub-pipelining techniques can be applied. This paper aims to introduce an 

FPGA implementation of AES-256. To do that, we apply the loop-unrolling, fully pipelining, and sub-

pipelining techniques. Moreover, other efficient methods are utilized for the most complex parts of 

AES-256 such as Mix-columns, and S-boxes. Such implementation is highly fast and thus it can be 

utilized in high-speed networks. The rest of this paper is arranged as follows: Section 2 presents an 

overview of the AES algorithm. Section 3 presents the proposed high throughput implementation for 

the AES-256 algorithm. Section 4 presents results and a comparison with previous work. Section 5 

gives a conclusion. 
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2. Overview of Advanced Encryption Standard 

     AES was released by the National Institute of Standards and Technology (NIST) in 2002 [8] to 

replace the old Data Encryption Standard (DES) and 3DES as the approved and strongest standard fo r 

a broad range of applications [10].  AES is not built on Feistel Structure such as DES and 3DES 

therefore it can process the full block of data at once in a single array during each round [11]. AES is a 

symmetric block cipher that takes two inputs, the plaintext message and the key and produces a 

ciphertext message as shown in Figure 1. In AES as shown in Figure 1, the plaintext message is 

segmented into blocks each of 16 bytes (128 bits) in length. The length of the key is taken as 16, 24, 

or 32 bytes (128, 192, or 256 bits). Hence, the algorithm is called  AES-128, AES-192, or AES-256, 

based on the key length [12][13]. AES encryption/decryption process consists of three main stages 

[14] [15]; adding the initial key in the stage of the Add-Round key, n rounds are based on the key size 

and key expansion unit. In the first part, the initial key is added to the plaintext. In the second part, 

each round includes four transformations except the final one has only three, called, substitute bytes  

(S-Box), Shift-Rows, Mix-Columns and Add-Round Key [7], [16]. Mix-Columns operation is 

removed from the final round. All AES operations are executed on 8-bits over the finite field GF(28) 

by the following polynomial given in Eq. 1 [17], [12]: 

𝑚(𝑋) = 𝑋8 + 𝑋4 + 𝑋3 +  𝑋 + 1                                                                                                                       (1) 
 

     Each time, a single 128-bit block is processed. The block is organized as a 4*4 square array of 

bytes named the State array [12]. The State array is filled with the 128-bit block. The array is updated 

at each stage of AES. When the final stage is ended, the State array is copied to an output one [12], 

[14]. In the following sub-sections, we will give an overview of the transformations of each round. 
 

 
 
 
 

 
 
 
 

 
 
 
 

 
 
 

 
 
 
 

 
 
 
 

 
 
 
 

 
 
 

 
 

Figure 1. The structure of AES-256. 

 

2.1. Substitute Bytes Transformation (S-Box) 
     S-box is an invertible transformation that replaces independently each byte of the State array with 

its corresponding byte value using a fixed size look-up table (256 bytes) [16]. The S-box offers non-

linearity and confusion depends on multiplicative inverse and affine transformation as shown in Eq.2 

and 3 [16], [18]. 

 

𝑆(𝑋) = 𝐴𝑓𝑓𝑖𝑛𝑒  𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚  (𝑋−1)                                                                                                                   (2) 
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𝐴𝑓𝑓𝑖𝑛𝑒  𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚  =  

(

 
 
 
 
 

1 1 1 1 1 0 0 0
0 1 1 1 1 1 0 0
0 0 1 1 1 1 1 0
0 0 0 1 1 1 1 1
1 0 0 0 1 1 1 1
1 1 0 0 0 1 1 1
1 1 1 0 0 0 1 1
1 1 1 1 0 0 0 1)

 
 
 
 
 

 ×  

(
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𝑖1
𝑖0)

 
 
 
 
 

+  

(

 
 
 
 
 

0
1
1
0
0
0
1
1)

 
 
 
 
 

                                            (3) 

 

Where  𝑖 = 𝑋−1. 

 

2.2. Shift Rows Transformation 
     In this transformation, the rows of the State array are circularly left -shifted with different values as 

follows [12], [18]; The first row is not changed.  The second row is circularly left-shifted by one byte.  

The third row is by two bytes the fourth row is by three bytes [15], [19]. 
 

2.3. Mix-Columns Transformation 
     Mix-columns operation is processed individually according to the elements of each column of the 

State array. Each byte of a column is interchanged by a new one [19], [20]. The new byte is a function 

of all four bytes of the same column. Each column is expressed by a four-term polynomial over GF(2 8 ) 

[21]. The column is multiplied by a constant polynomial a(x) specified in Eq. 4 and then modulo(𝑋4 +
1) is calculated. Eq. 5 presents the calculations of the Mix-columns transformation in matrix 

multiplication [22], [23]. Where i is the old column and d is the new one. 

 

𝑎(𝑥) = (03)𝑥3+ (01)𝑥2 + (01)𝑥 + (02)                                                                                                         (4) 

[

𝑑0
𝑑1
𝑑2
𝑑3

] = [

02 03 01 01
01 02 03 01
01 01 02 03
03 01 01 02

] × [

𝑖0
𝑖5
𝑖10
𝑖15

]                                                                                                                   (5) 

 

2.4. Add Round Key Transformation 
     The round key array is added to the State array over GF(28). The addition in GF(28) is executed 

using a bitwise Exclusive-OR ( XOR) operation for each byte of the sub-key with the corresponding 

byte of the State array. For each round, the sub-key is generated from the main key using the key 

expansion unit[24], [25]. The same operation is executed in the decryption process. 

 

2.5. Key expansion 
     Each round has its key which is generated from the master key (of length Nk) using key expansion. 

The AES algorithm carries out Nr rounds and each round needs an initial group of Nb words of the key. 

A total number of Nb(Nr+ 1) words are produced from the key expansion [26], [27]. The resultant key 

schedule consists of an array of 4-byte words, defined w[i], with i in the range 0 ≤ 𝑡 < 𝑁𝑏(𝑁𝑟 + 1) 
[21]. A pseudo-code representation [26] of the key expansion is given in Table 1. For AES-256, Nk is 

8, Nb is 4, Nr is 14, SubWord() is a  function that applies the S-box to each byte of the four bytes and 

produces an output word, RotWord() is a  function that does a cyclic rotation by one byte, and 

Rcon[i/Nk] is the round constant and i is the word index. 

3. Proposed High Throughput Implementation for AES-256 

     First, we choose the AES-256 since it is more secure than AES-128 and AES-192 because of its 

longer key size and more rounds. Hence, we tried to propose an efficient implementation for it. Our 

implementation of the AES-256 is performed using loop-unrolling techniques to eliminate all the 

required loops in the algorithm which results in changing the critical path. This modification in the 

critical path allows inserting some pipelining registers which in turn raises the operating frequency, 

speeds up the algorithm and enhances the quality of service for the applications of AES-256. We app ly  

both sub and full-pipelining techniques. The pipelining registers (called Pip. Reg. in Figure 2 and 

Figure 3) are added between the rounds in the whole algorithm and between the operations in each 

round. Figure 2 shows the overall block diagram of loop-unrolled and pipelined AES-256. Figure 3 

shows the overall block diagram of the sub-pipelined round of AES-256. We also employ efficient 

methods for the most complex operations in AES-256, Mix-columns and S-box. They will be discussed 

in the following sub-sections. 
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Table 1. Pseudocode for key expansion. 

Algorithm 1: Key expansion 

KeyExpansion (byte key[4*Nk], word w[Nb*(Nr+1)],  Nk) 
begin 
word  temp 
i = 0 
while (i < Nk) 
   w[i] = word(key[4*i], key[4*i+1], key[4*i+2], key[4*i+3]) 
   i = i+1      
end while 
i = Nk 
while (i < Nb * (Nr+1)) 
    temp = w[i-1] 
    if (i mod Nk = 0) 
       temp = SubWord(RotWord(temp)) xor  Rcon[i/Nk] 
  else if (Nk > 6 and i mod Nk = 4) 
   temp = SubWord(temp) 
   end if 
   w[i] = w[i-Nk] xor temp 
   i = i + 1 
 end while 
end 

 
 

Figure 2. The block diagram of the loop-unrolled and pipelined AES-256 
 

Figure 3. The block diagram of the sub-pipelined round of AES-256. 

 

 

3.1. Efficient Mix-Columns Transformation 
     Mix-Columns transformation is calculated by applying Eq. (4) [14]. The Mix-Columns matrix 

includes numbers 00;01;02, and 03 only. Multiplication with 00 and 01 does not require much 

processing time. The multiplication with 03 can be implemented using Eq. (6) where a is a GF(28) 

element. 

 

3 × 𝑎 = 2 × 𝑎 +𝑎                                                                                                                                                  (6) 
 

We can write multiplication with 02 as shown in Eq. (7): 

 

2 × 𝑎 = (𝑎7𝑎6𝑎5𝑎4𝑎3𝑎2𝑎1𝑎0) × (00000010)𝑚𝑜𝑑(𝑋
8 + 𝑋4 +𝑋3 +  𝑋 + 1)                                       (7) 

 

Consequently, we have: 

 



Egyptian Computer Science Journal         Vol. 46 No.1 January 2022                       ISSN-1110-2586 

 

2 × 𝑎 =(𝑎7𝑋
8 + 𝑎6𝑋

7 + 𝑎5𝑋
6 + 𝑎4𝑋

5 + 𝑎3 𝑋
4 + 𝑎2𝑋

3 + 𝑎1𝑋
2  +𝑎0𝑋) 𝑚𝑜𝑑(𝑋

8 + 𝑋4 + 𝑋3 +  𝑋 +
1)                                                                                                                                                                              (8) 

By substituting Eq. (8) in Eq. (7) and then doing some simplification, we obtain Eq. (9). This equation 

provides an efficient implementation of multiplication by 02 which d oes not require significant 

processing time. 

 
(𝑎7𝑋

8 + 𝑎6𝑋
7 +𝑎5𝑋

6 + 𝑎4𝑋
5 + 𝑎3  𝑋

4 + 𝑎2𝑋
3 + 𝑎1𝑋

2 + 𝑎0𝑋)

=  𝑎7  × (𝑋
8 + 𝑋4 + 𝑋3 +  𝑋 + 1) + 𝑎6𝑋

7 + 𝑎5𝑋
6 + 𝑎4𝑋

5 +  (𝑎3+𝑎7)𝑋
4

+ (𝑎2+𝑎7)𝑋
3 + 𝑎1𝑋

2 + (𝑎0 + 𝑎7)𝑋 +𝑎7                                                                     (9) 
 

3.2. Efficient S-box method using logic optimization based on the truth table 
     We apply an efficient pipelined S-box implementation. It uses combinational logic to solve the 

unbreakable delay caused by the look-up table. Moreover, It decreases the critical path delay incurred  

by complex field arithmetic. The transformation of the S-box has a  16 ×16 bytes table. So, its truth 

table has 128 rows. This truth table produces an output with an 8 -bit length. Thus, it is very hard to 

minimize this complex and large table. The solution is to partition the main truth table of the S-box 

into smaller 16 sub-truth tables according to the least (or the most)  significant 4 bits of the main truth 

table. These 4 bits will be the input of the 16 modules logic functions (from M1 to M16) as shown in 

Figure 4. Minimization of these functions is gotten using the Karnaugh map which is implemented 

using the Sum of Products approach by the basic gates. After the minimization of the sub -truth tables, 

sixteen 8-bit logic output functions are produced. Another four bits of data of least significant bits are 

chosen to be the input of a 16 to 1 multiplexer that will generate the S-box final output. An effective 

16 to 1 multiplexer is executed using five small (4 to 1) multiplexers as shown in Figure 4. This 

method permits placing some pipelining registers (Pip. Reg. in Figure 4) between these multiplexers 

to carry out the sub-pipelining which results in a decrease of the critical delay path and improves the 

S-box speed and in its turn the whole AES-256 algorithm. 

 
 
 
 
 

 
 
 

 
 
 
 

 
 
 
 

 
 
 
 

 
 

 

Figure 4. The architecture of the S-box using logic circuits. 

 

4. Results and Comparison 

4.1. Simulation Results 
 

     The AES-256  is coded using VHDL language and simulation results are taken using Vivado  Design 

Suite 2019.1 from XILINX as a simulation tool. In the following figures, we simulated our design to 

create waveforms that represent the functionality AES-256. Figure 5 shows the timing simulation of 

the S-box. Where signal SI represents S-box input, signal So represents the output, and signals M1out: 

M6out are the outputs of the 16 modules' logic functions. Figure 6 shows the timing simulation of the 

key expansion unit. Where signal Key represents the original key of size 256 bit and signals K1:K14 

represent the sub-keys of size 128 bit. Figure 7 shows the timing simulation of the whole AES-256. 

Where the input signal CLK is used to trigger the design, the input signal RST is used to reset the 
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design. Signal Plaintext represents the original message to be encrypted (clear text), signal Key 

represents the master key, signal CipherTxt represents the final encrypted message after 14 rounds. 

Signals  K1:K14 represent the sub-keys of size 128 bit and signals, CRs, are the ciphertexts after each 

round. 

Figure 5. Timing simulation of the S-box transformation. 

 

Figure 6. Timing simulation of the key expansion unit. 

Figure 7. Timing Simulation of the whole AES-256 design. 

  

4.2. Implementation Results 

     The FPGA implementation of the proposed AES-256 implementation is carried out using Virtex-7 

(XC7VX485T-FFG1157-1) with Vivado Design Suite 2019.1 (with aid of Xilinx ISE 14.7) from Xilinx 
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as a synthesis tool. The top-level RTL schematics are given in Figure 8, Figure 9, and Figure 10 to 

establish the fact that the HDL (Hardware Description Language) codes of t he AES-256 are 

synthesizable.  Figure 8 shows the RTL schematic of S-box operation, which includes 16 logic 

functions (M1, M2, M3… M16), 5 multiplexers and pipelining registers as explained earlier in Figure 

4.  Figure 9 shows the RTL schematic of a single round of the overall algorithm, which includes the 

main operations of each round (Add round key, Mix-columns, Shift rows and Sub bytes) and some 

pipelining registers as explained earlier in Figure 2.  Figure 10 shows the RTL schematic of the whole 

AES-256  algorithm, which includes 14 rounds, a key expansion unit and as explained earlier in Figure 

3. 

 

 

 

 

 

 
 
 
 

 
 
 

 
 
 
 

 
 
 
 

 
 
 
 

 
 
 
 

 
 

Figure 8. RTL schematic of S-Box operation. 
 

Figure 9. RTL schematic of one round of AES-256. 

 

Figure 10. RTL schematic of AES-256 algorithm. 
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      Performance metrics for our design include the maximum operational frequency, area or device 

utilization, and power consumption. The area is calculated in terms of FPGA look-up tables (LUT), 

flip-flops (FF), and general buffers (BUFG) to know the percentage of the used logic resources from 

the available resources as shown in Table 2. The total on-chip power consumption in FPGA circuits is 

estimated by summing static and dynamic power. Static power is due to the leakage current of 

transistors during steady-state. Dynamic power dissipation is due to components and clocks. Figure 11  

shows the power analysis summary of the design at the maximum clock frequency  (345.095 MHZ).

  

 

Table 2.  Device utilization summary of AES-256 implementation. 
 

Logic Utilization Utilization Available Utilization 

LUT 31964 303600 10.53% 

LUTRAM 832 130800 0.64% 

FF  54377 607200 8.96% 

IO 514 600 85.67% 

BUFG 2 32 6.25% 

   

   

 

 

 

 

 

 
 
 
 
 

 
 

Figure 11. Power analysis of AES-256 implementation at maximum freq. 

 
 

4.3. Comparison with Previous Work 

     Hardware implementation of encryption algorithms can be characterized by multiple performance 

parameters such as latency and throughput [28]. Encryption/decryption throughput is described as the 

number of encrypted or decrypted bits in a time unit. Typically, the encryption and decryption 

throughputs are equal. Consequently, only one parameter is reported. A typical unit of throughput is 

Mbit/s (megabit per second) or Gbit/s (gigabit per second) [28]. Encryption/decryption latency is 

described as the time consumed to encrypt a single block of plaintext or to decrypt its ciphertext. The 

typical unit of latency is ns (nanosecond). Latency and throughput are related by Eq. 11 [28]. A 

comparison between our implementation and previous work in terms of throughput and the maximum 

frequency is given in Table 3. Our implementation achieves a very high operating frequency and 

throughput in comparison with some previous work. 

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 = 
𝐵𝑙𝑜𝑐𝑘 𝑆𝑖𝑧𝑒  ×  𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓 𝐵𝑙𝑜𝑐𝑘𝑠 𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑑  𝑆𝑖𝑚𝑢𝑙𝑡𝑎𝑛𝑒𝑜𝑢𝑠𝑙𝑦

𝐿𝑎𝑡𝑒𝑛𝑐𝑦
                         (10)   

Table 3. Comparison with previous work. 
 
 Device Throughput Max. Freq. (MHZ) 

Our work     Virtex-7(XC7VX485T-FFG1157-1) 44.17 Gbps 345.095 

[29] Virtex-5 (XC5VLX50) 829.99 Mbps --- 

[30] Spartan (XC3S500) 352 Mbps --- 

[31] Virtex-7 (XC7VX485T-FFG1157) 278 Mbps 161 
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5. Conclusions 

     In this paper, we have proposed an effective FPGA implementation for AES-256 using some 

efficient techniques such as loop-unrolling, and sub/fully-pipelining techniques. Moreover, we have 

applied other efficient solutions for the most complex parts of AES-256 such as Mix-columns and S-

box. Our implementation of AES-256 is carried out using Virtex-7(XC7VX485T-FFG1157-1) FPGA. 

We have achieved high throughput of 44.17 Gbps and a maximum operating frequency of  345.095 

MHZ. 
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